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Abstract
Graphics Processing Units (GPUs) unlock emerging use

cases like large language models and autonomous driving.
They process a large amount of sensitive data, where security
is of critical importance. GPU Trusted Execution Environ-
ments (TEEs) generally provide security to GPU applications
with modest overheads. Recent proposals for GPU TEEs are
promising, but many of them require hardware changes that
have a long lead time to deploy in production environments.

This paper presents Honeycomb, a software-based, secure
and efficient TEE for GPU applications. The key idea of Hon-
eycomb is to leverage static analysis to validate the security
of GPU applications at load time. Co-designing with the CPU
TEE, as well as adding OS and driver support, Honeycomb
is able to remove both the OS and the driver from the trusted
computing base (TCB). Validation also ensures that all ap-
plications inside the system are secure, enabling a concise
and secure approach to exchange data in plaintext via shared
device memory on the GPU.

We have prototyped Honeycomb targeting the AMD
RX6900XT GPU. Honeycomb is evaluated on five repre-
sentative benchmarks and 23 applications in total, covering
workloads of high performance computing, deep learning,
and image processing. The results show that Honeycomb is
both practical and efficient to secure real-world GPU applica-
tions. Validating applications to run on Honeycomb requires
modest developer efforts. The TCB is 18× smaller than the
Linux-based systems. Secure inter-process communication is
up to 529× faster. Moreover, running large language model
workloads like BERT and NanoGPT has ∼2% overheads.

1 Introduction

Innovations in hardware accelerators and deep neural net-
works continue to enable personalized experiences for our
physical and digital presences, reshaping areas ranging from

∗Haohui Mai is also affiliated with Hengmuxing Technologies.
†Jiacheng Zhao is the corresponding author.

smart homes [34], virtual reality [85], to personalized cancer
medicines [22]. Offering such intimate experiences heavily
relies on large amounts of valuable and sensitive user data,
which requires high levels of security and privacy support on
hardware accelerators such as GPUs.

Trusted Execution Environments (TEEs) [4] encapsulate
applications into enclaves to enhance security. TEEs enforce
strong isolation among enclaves and the untrusted host envi-
ronments, so that applications inside the enclaves can process
plaintext data securely at native speed. For each enclave, all
traffic that crosses its boundaries is encrypted to maintain
confidentiality and integrity. Recent prototypes [28,44,45,83]
realize GPU TEEs with modest overheads, via serializing
secure access to the GPU [28], augmenting the GPU hard-
ware [83], customizing the I/O bus [44], or leveraging the
sharing capabilities in device drivers [45].

This paper explores an alternative approach – using static
analysis to validate that mutually distrusted GPU applications
are confined to their enclaves. Intuitively, a validator inspects
the binary code of GPU kernel functions (GPU kernels for
short) to show that all possible execution traces maintain the
confidentiality and integrity of the system, therefore these
applications can safely share the GPU. This approach offers
three benefits. First, it can complement the hardware limita-
tions of existing GPUs. For example, low-cost GPUs such
as the VC4 used by Raspberry Pi allow arbitrary writes to
memory due to the lack of corresponding MMUs [16]. A val-
idator can detect insecure behaviors and thwart the attacks by
running standard static analysis such as def-use analysis and
range checks on the GPU kernels. Moreover, advanced static
analysis [59] might mitigate new attacks [19, 21] much faster
compared to deploying new hardware supports in production.

The second benefit is that it allows more efficient imple-
mentations of current GPU TEEs. Shifting the runtime checks
to load time removes them from the critical paths. Moreover,
validating that applications that always have disjoint contexts
might save the TEE implementation from flushing architec-
tural contexts, including TLBs and buffer queues during every
context switch [28], thus improving performances.
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Finally, validating every application provides a system-
wide security invariant asserting that all applications are
“good citizens”. The security invariant enables secure and
efficient communication among enclaves. Real-world appli-
cations such as autonomous driving [89] and video analyt-
ics [66, 70] process data in multiple-stage pipelines. Separat-
ing each stage of the pipeline into different enclaves and con-
necting them using Inter-Process Communication (IPC) not
only increases modularity and robustness, but also enables as-
sembling the pipelines using mutually distrusted components
from multiple vendors [63, 74]. Current GPU TEEs focus
on strengthening isolation, for example, enforcing exclusive
ownerships of GPU device memory [83]. Therefore two mu-
tually distrusted enclaves need to tunnel the data through an
encrypted shared buffer on the host memory for IPC. The
overheads are prohibitive for production applications. For
example, the GPUs on an autonomous vehicle process up
to 50 GB/s of uncompressed video streams to make timely
driving decisions [69]. Copying 50 GB/s of data to the host
already takes up 30∼40% of the total memory bandwidth
of a commodity, high-end AMD Zen3 server, let alone the
overheads of encrypting/decrypting the data. The capability
of exchanging plaintext data directly in GPU reduces the
overheads drastically, thus enabling real-world applications
to migrate towards a more modular and robust architecture.

This paper presents the design and implementation of Hon-
eycomb, a software-based, secure and efficient TEE for GPU
applications. Honeycomb runs multiple mutually distrusted
applications on the same GPU, and facilitates efficient and se-
cure data exchange between applications. It supports common
GPU workloads from simulations of molecular dynamics to
training and inference of neural networks. All these capabil-
ities of Honeycomb are built upon the idea of using static
analysis to confine the behaviors of GPU applications.

Honeycomb faces three challenges to realize the three ben-
efits and to provide a complete, real-world solution for GPU
TEEs. First, it must balance the trade-offs between the ca-
pabilities and the complexities of the validator. A validator
equipped with theorem provers gains their power, but then
Honeycomb must include the theorem provers in the TCB,
which is complex (e.g., Z3 4.12.2 has ∼525 K lines of code)
and occasionally error-prone [77]. On the other hand, a naïve
validator might be insufficient to validate common security
checks at load time, requiring inserting extra runtime checks
that sit squarely on the performance critical paths.

Second, Honeycomb must minimize the end-to-end TCB
to provide high confidence in security. The software/hardware
stack of GPU applications is quite complex. For example, the
compiler toolchain and the driver for the AMD RX6900XT
GPU each consist of two million lines of code. Defects and
vulnerabilities in these components are inevitable [23, 25, 26],
but they should not compromise the security of Honeycomb.

Finally, Honeycomb must provide system-level support for
secure and efficient IPC. The aforementioned plaintext IPC

among GPU enclaves can only be securely implemented if
the data copies are cautiously initialized by the Honeycomb
system and from/to strictly protected memory regions.

Honeycomb addresses the above challenges with three key
techniques. First, the validator of Honeycomb performs static
analysis of GPU kernels directly on binaries. It decodes the
instructions of the GPU kernels to reconstruct the control and
data flows. It models the memory access patterns using scalar
evolution [6] and polyhedral models [14]. Our evaluation
shows that the approach is effective to validate that the ma-
jority of memory accesses in GPU kernels are safe, because
real-world GPU kernels tend to be well-optimized, having
highly regular control flow structures and memory access pat-
terns. The few remaining cases can be handled by inserting
runtime checks, whose latencies are also well tolerated by the
GPU memory hierarchy (§5).

Second, Honeycomb leverages hardware isolation mech-
anisms, and uses security monitors [54, 79, 90] to validate
interactions in the system, so that it can minimize the trust on
the software/hardware stack. Honeycomb launches applica-
tions inside CPU TEEs powered by AMD SEV-SNP [4]. The
validator directly parses the GPU binaries to remove the com-
piler toolchain from the TCB. To remove both the user-space
and kernel-space GPU drivers from the TCB, Honeycomb
uses two security monitors to intercept and regulate all traf-
fic between the applications and the GPU: (1) a Secure VM
Service Module (SVSM) [4] running inside the application
enclave, which enforces security policies at the application
level (e.g., the application only launches validated kernels),
and (2) a security monitor running inside a sandboxing hy-
pervisor of the GPU, which regulates the behaviors of the
GPU driver (e.g., the driver should never map a private mem-
ory page into two applications). Additionally, Honeycomb
secures the data transfer between the CPU and the GPU to
protect the confidentiality and integrity of the data (§6).

For the final challenge, Honeycomb reserves dedicated re-
gions of the virtual address space for secure IPC to exchange
plaintext data. Particularly, Honeycomb divides the virtual
address space of each application into four regions: protected,
read-only, read-write, and private. The validator ensures that
application GPU kernels can only modify the private region.
Putting the metadata and the receiving buffers into the pro-
tected and read-only regions prevents user applications from
tampering with the IPC, reducing IPC in Honeycomb to copy-
ing plaintext data within the device memory (§7).

We have ported five representative benchmark suites, in-
cluding the SpecACCEL 1.2 benchmark suites [76], inference
applications of the ResNet18 neural network model [37] and
the BERT language model [29], an application that trains GPT
language models [48], and an image processing application
that performs Canny edge detection [20], i.e., 23 applica-
tions in total. We have evaluated them on a server equipped
with two AMD EPYC 7443 24-core processors and an AMD
RX6900XT GPU. The results are promising. The TCB is
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18× smaller than the Linux-based systems. A concise val-
idator is sufficient to statically verify the security of large
parts of GPU applications. Validating inference workloads
on neural networks like ResNet18 and BERT requires adding
zero runtime checks into the GPU kernels. Large language
model workloads like BERT and NanoGPT have ∼ 2% run-
time overheads. IPC in Honeycomb is up to 529× faster than
exchanging data using an encrypted, shared buffer on the host.

This paper makes the following contributions:

• The use of static analysis on GPU kernels to confine
the behaviors of GPU applications to improve security.
Our evaluations on five representative benchmark suites
show that the analysis is both practical and effective to
determine whether real-world GPU kernels are safe at
load time with minimal additional runtime checks.

• The design and the implementation of a lightweight,
end-to-end secure execution environment for GPU appli-
cations based on static validation.

• An IPC primitive that enables secure and efficient com-
munications between GPU applications. The co-design
of static analysis and OS support leads to a highly con-
cise implementation.

2 Background

To understand the design of Honeycomb, it is important to first
review the architectures and the programming interfaces of
GPUs, as well as the basic concepts of polyhedral analysis [14,
35] used in this paper.

Architectures and programming interfaces of commodity
GPUs. Modern GPUs offer the single instruction, multiple
thread (SIMT) programming model to the applications. To
run a workload, an application submits a launch request to
the command queue of the GPU. The request specifies the
binary function (i.e., GPU kernel), its arguments, the number
of threads, and optionally, the size of a user-controllable, on-
die high-speed scratchpad (i.e., shared memory) to perform
the workload. Threads are organized into grids and blocks
uniformly. Each grid consists of the same number of blocks,
and each block consists of the same number of threads. Each
thread within the same block has its own vector registers but
shares access to the shared memory. The programming model
provides a conceptual view where each thread executes the
same instruction based on the values of its own registers. To
achieve parallelization, each thread loads the inputs into its
own registers and computes the outputs in parallel. Figure 1
presents an example of filling a region of memory to a specific
value under the SIMT model.

The hardware architecture of GPUs closely matches the
SIMT model above. A typical GPU consists of thousands of
processing elements (PE) that are grouped into a three-level

hierarchy. The lowest level is called a warp, consisting of 32 or
64 logical PEs executed in lock-step. The micro-architecture
(e.g., AMD GCN) might introduce parallel scalar units to per-
form uniform computation within a warp, or pipeline the com-
putations on physical PEs to hide execution latency. Warps
are further grouped into Compute Units (CU). A CU consists
of a pool of vector registers and shared memory. Finally, a
single GPU packages multiple CUs on the same die.

The hardware scheduler multiplexes the hardware re-
sources across applications. The minimal scheduling unit
is a warp. It always schedules all warps of a block within the
same CU, therefore all threads within a block divide the vec-
tor register pool and share the same allocated shared memory
inside the CU. The scheduler continuously schedules all the
blocks and grids until the execution is completed.

The GPU driver creates a virtual address space for each
GPU application. It allocates buffers for arguments and com-
mand queues out of the Graphics Translation Table (GTT)
memory from the host. The buffers are mapped into the virtual
address space on the GPU, from which the GPU kernels read
the arguments and the layouts of grids and blocks directly.

AMD SEV-SNP. AMD SEV-SNP [4] (Secure Encrypted
Virtualization-Secure Nested Paging) offers enhanced secu-
rity features at the hardware level for Virtual Machines (VMs)
running on an untrusted cloud system hypervisor. Similar to
other TEEs, SEV-SNP supports remote attestation as well
as both data confidentiality and integrity guarantees for the
application VMs against untrusted host hypervisors. A dedi-
cated hardware engine in the memory controller encrypts data
before sending them to the off-chip main memory. SEV-SNP
also tracks the ownership of each physical page with a Re-
verse Map Table (RMP) so that only the owner can write to a
memory region. It further validates the page mapping to pre-
vent malicious remapping of a single page to multiple owners.
In such ways, it is able to alleviate typical data corruption,
replay, memory aliasing, and memory remapping attacks.

In addition, SEV-SNP enables tagging each physical page
with Virtual Memory Privilege Levels (VMPLs). It is similar
to Ring 0-3 in the x86 architecture but for TEE VMs. One use
case of VMPL is to implement Secure VM Service Module
(SVSM). SVSM runs at VMPL0 and the guest operating
system runs at VMPL1. SVSM can intercept syscalls and
memory operations and serve as a security monitor.

Polyhedral model. The polyhedral model has been widely
used in automatic parallelization and optimization of GPU
programs [8, 14, 92]. Conceptually it represents each mem-
ory access as an affine expression (i.e. a linear combination)
over an ordered set of loop variables. Analyzing the effects of
memory access, such as aliasing and ranges, reduces to solv-
ing inequalities of integer variables. The polyhedral model
works well with GPU kernels because they implicitly loop
over the grids and the blocks, and performant GPU kernels
have regular memory access patterns.
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More concretely, an iteration vector I =(i0, i1, . . . , in)∈Ds

records the values of loop variables i0, . . ., in for an instruction
s. The domain Ds is called the iteration domain. Note that
the iterator vector usually includes the grid index (gid) and
the local thread index (lid) for instructions in GPU kernels.
An access function As (w.r.t. instruction s) takes an iterator
vector as input and outputs the actual memory address.

Note that when As is an affine function and Ds is an affine
space, all loops in I have fixed steps. For simplicity, we denote
an access function as a vector with each element represent-
ing the coefficients of the corresponding dimension of the
iteration vector. The dot product of the access function and
the iteration vector is the actual memory address. We also
introduce an extra dimension which always has the value 1 at
the end of the iteration vector so that the access function can
represent constant offsets in a uniform way.

Figure 2 shows the access functions of the kernel in Fig-
ure 1, a kernel filling a range of memory with a value. Affine
operations on the values directly translate to affine operations
on the vector forms of the corresponding access functions
(e.g., A5 = dim ·A3 +A4), provided that dim is a constant
throughout the analysis. The GPU kernel actually loads dim
from the memory, however. In this case, security invariants
in Honeycomb ensure that the value dim remains constant
throughout the executions so that the analysis remains valid.

3 Threat model

In this paper, we adopt a similar threat model to previous stud-
ies on secure execution environments for GPUs [44, 45, 83].
The adversary controls the entire software stack, including
the compiler toolchains, the operating system, the hypervi-
sor, and the device drivers. It also has physical access to the
server hardware and may sniff the PCIe traffic. We assume
that the host machine CPU features TEE capabilities such as
AMD SEV-SNP or Intel TDX [43], and the GPU features a
hardware random number generator or performance counters
to collect entropy for cryptographic uses. We also assume
that users have the specifications of the server hardware and
how it is connected, such as which PCIe slot that the GPU
is plugged in. Finally we assume that Honeycomb is able
to establish a trusted MMIO path with the GPU. Our proto-
type uses AMD SEV-TIO [1] to establish it, but such a path
can also be realized using other secure I/O buses [44, 65],
or alternatively, equipping the server with tamper detection
mechanisms [75] and establishing a trusted I/O path to the
GPU using a hypervisor [94]. We defer the details to §8.

The adversary can launch applications in Honeycomb, alter
the results of the compiler toolchains, and tamper with the
physical memory of the server. Additionally, the adversary can
tamper with the DMA buffers. However, we trust the device
memory of the GPU, since modern GPUs usually integrate the
device memory using 2.5D/3D silicon interposers inside the
same package. We assume that the adversary cannot observe

or corrupt the data stored in it [83]. Supporting integrated
GPUs is out of the scope of this paper.

Similar to previous GPU TEEs [44, 83], side-channel at-
tacks [17, 40, 82, 86] on trusted hardware are out of the scope
of this paper. Honeycomb relies on the rich set of orthogo-
nal work to alleviate these problems [9, 80]. Availability and
denial-of-service attacks are also out of scope.

Under this threat model, Honeycomb should ensure con-
fidentiality and integrity for multiple mutually distrusted ap-
plications running on the same GPU. The adversary cannot
tamper with the code, the data and the control flows of both
the CPU and GPU parts of the applications.

4 Overview

Figure 1 describes the overall architecture of Honeycomb.
Honeycomb offers unified TEEs that cover both the CPU and
GPU parts of the application. Honeycomb starts an applica-
tion inside an AMD SEV-SNP TEE VM. It first starts the
Secure VM Service Module (SVSM) at VMPL0. The SVSM
bootstraps the BIOS, the guest Linux kernel, and finally the
user-space application at VMPL1. SVSM regulates all inter-
actions between the applications and the GPU. Recall that in
CPU TEEs data are stored as plaintext within the CPU pack-
age. They are only encrypted when leaving for the off-chip
main memory. In Honeycomb data on the device memory are
stored decrypted, and the SVSM encrypts them when they are
sent to the host. The path of reading data is similar.

The application requests GTT memory from Honeycomb
to interact with the GPU. A piece of GTT memory can serve
as a staging buffer for memory copies, which is mapped into
the user-level address space, or serve as backing buffers for
command queues, which are only accessible by the SVSM.
In both cases the SVSM inspects the access to regulate secure
memory transfers between the GPU and the applications [83],
and launches validated GPU kernels with proper parameters.
Note that although the current implementation of Honeycomb
is based on AMD SEV-SNP, our design is applicable to other
VM TEEs such as Intel TDX.

Honeycomb isolates the GPU inside a sandbox VM. The
security monitor (SM) inside the sandbox is a hypervisor
running below the Linux kernel. The SM regulates all interac-
tions between the driver and the GPU. It ensures that the GPU
follows the expected initialization sequences, and keeps track
of the ownerships of the device memory pages to prevent
accidental sharing of device memory among applications.

To execute GPU kernels, an application first loads the GPU
binary that contains the GPU kernels into the device mem-
ory. The validator in Honeycomb takes both the binary code
of a GPU kernel and the accompanying preconditions as in-
puts. It validates that each memory instruction in the GPU
kernel can only access certain regions of the virtual address
space. Note that the actual target addresses sometimes cannot
be determined until the application executes the kernel with
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void fill(int *base, int n, int b) { 
  u32 dim = blockDim.x; 
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  u32 lid = threadIdx.x; 
  u32 tid = gid * dim + lid; 
  if (tid < n) 
    base[tid] = b; 
}
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Figure 1: The overall architecture of Honeycomb. Left: Application VM and sandbox VM in their respective TEEs. Middle: Pre-conditions
and source code of the GPU application kernel. Right: Layout of the virtual address spaces for two GPU applications. Long dashed arrows
represent intercepted and validated requests by the validator (at load time) and the security monitors (at runtime). Dotted arrows represent
physical memory page mappings. VApriv is the topmost virtual address of the private region. Green boxes are components of the TCB.

D = {(gid, lid)|0 ≤ gid < gridDim;0 ≤ lid < blockDim}
A3 = (1,0,0)
A4 = (0,1,0)
A5 = dim ·A3 +A4 = (dim,1,0)
A7 = A5 +(0,0,base) = (dim,1,base)

Figure 2: The iteration domain and the access functions (in the
vector form) of the GPU kernel in Figure 1. The superscript denotes
the corresponding statement. The parameter spaces of all access
functions are (gid, lid,1). gridDim and blockDim describe the total
number of grids and the number of threads in a block.

the concrete values of the arguments (e.g., base in Figure 1).
Therefore we introduce preconditions, which specify the con-
straints on the arguments so that the validator can analyze
the bounds statically. Honeycomb checks the preconditions
at runtime to ensure the attacker cannot subvert the analysis.

The validator decodes the instructions of the GPU kernel to
reconstruct its control and data flows. It represents the target
address of each memory instruction as a symbolic expression
using scalar evolution and polyhedral models. It plugs in the
preconditions to reason about the bounds of the target address,
and ensures that the address stays within specified regions.
The analysis is sound, meaning that once an access is proven,
it is safe for all possible executions. For undecided cases like
an indirect memory access a[b[i]], Honeycomb requires
the developer to annotate and add runtime checks to pass the
validation. Our evaluation on real-world benchmark suites
shows that the overheads of both development and runtime
performance are modest – common production GPU kernels
like matrix multiplications tend to have regular memory ac-
cess patterns. The analysis is sufficient to capture the patterns,
thus requiring few to none annotations.

The validator enforces access control that effectively di-
vides the virtual address space of a GPU application into
four regions: protected, read-only (RO), read-write (RW), and
private, each of which has different access policies. For ex-
ample, the application is prohibited to modify the RO region,
but has full access to the private region. Honeycomb places
the binary code and the arguments in the RO region so that
a malicious kernel cannot modify the code on the fly after
passing the validation. Furthermore, Honeycomb implements
secure IPC through mapping the buffers into different regions.
Honeycomb maps the IPC buffers into the sender’s protected
and receiver’s RO region. The sender calls the trusted send()
endpoint to copy the plaintext data to the IPC buffer, where
both confidentiality and integrity are preserved.

5 Validator

The validator in Honeycomb checks the binary code for each
GPU kernel of the application conforms with the following
security invariants:

• No dangling accesses. A GPU kernel must never read
uninitialized values from hardware registers.

• All memory accesses reside in their regions. All mem-
ory accesses to the memory regions conform with their
access policies respectively.

• Control flow integrity. The execution must start at the
designated entry point of the GPU kernel. The kernel can
only transfer its control to the entry points of its basic
blocks.

Checking uninitialized uses of values. The validator starts
out parsing the binary code of the GPU kernel and building

USENIX Association 17th USENIX Symposium on Operating Systems Design and Implementation    159



s_load_dword s2, s[4:5], 0x4 
s_load_dwordx2 s[0:1], s[6:7], 0x8 
s_waitcnt lgkmcnt(0) 
s_and_b32 s2, s2, 0xffff 
v_mad_u64_u32 v[0:1], null, s8, s2, v[0:1] 
v_cmp_gt_u32_e32 vcc_lo, s0, v0 
s_and_saveexec_b32 s0, vcc_lo 
s_cbranch_execz 12 
s_load_dwordx2 s[2:3], s[6:7], 0x0 
v_mov_b32_e32 v1, 0 
v_mov_b32_e32 v2, s1 
v_lshlrev_b64 v[0:1], 2, v[0:1] 
s_waitcnt lgkmcnt(0) 
v_add_co_u32 v0, vcc_lo, s2, v0 
v_add_co_ci_u32_e32 v1, vcc_lo, s3, v1, vcc_lo 
global_store_dword v[0:1], v2, off 
s_endpgm

struct dispatch_pkt { 
  u32 …; 
  u16 wg_size_x; 
}; 
struct kern_args { 
  int *base; 
  int n; 
  int b; 
};

Preconditions
v0⟷lid 
s8⟷gid  

s[4:5] ∈ [VArw, VAro - 8) 
s[6:7] ∈ [VArw, VAro - 16) 
val(s[4:5] + 0x4) == 256 
val(s[6:7])  ≤  VApriv - 0x20004 
0 ≤ v0 < 256  
0 ≤ s8 < 128

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17

ABIs

*(u32*)(v[0:1] + s[2:3])|15 = v2|11

(s8*s2+v0)|1*4

*(u32*)(s[6:7]|0+(0x8+0x4))

*(u64*)s[6:7]|0

*(u16*)(s[4:5]|0+0x4)

s1|2

A = (4 ·wg_size_x,4,base)
I = (s8,v0,1)
D = {(gid, lid,base)|0 ≤ gid < 128,0 ≤ lid < 256,

0 ≤ base < VApriv −0x20004}

Target address = A · I ≤ VApriv −0x4

Figure 3: Workflow of validating the binary code generated from Figure 1. Left: the assembly, preconditions and the ABIs. Top right: the value
chain of the symbolic expression that represents the target address of Line 16. Subscripts represent the line number on the left at which the
value should be considered. Bottom right: the access function A , the iteration vector I and the iteration domain D .

the Static Single-Assignment (SSA) representation and the
Control Flow Graph (CFG) for each kernel function. The
validator checks dangling accesses by inspecting whether the
SSA representation of the kernel function is valid.

Checking memory accesses. Figure 3 presents the overall
workflow when validating the program described in Figure 1.
For each memory instruction, the validator constructs a sym-
bolic expression and derives the access function A to rep-
resent the target address of each memory instruction. The
algorithm combines scalar evolution analysis and polyhedral
models, and is flow-sensitive and path-insensitive.

The validator further derives the iteration vector I and the it-
eration domain D from the application binary interface (ABI)
and the preconditions of the GPU kernel. Recall that the dot
product A · I computes the value of the target address. It is
sufficient to plug in D to compute the range of the target
address and to verify whether the memory access is inbound.

A closer look at Figure 3 shows that the validator must
address practical complexities when analyzing the binary
code. For example, the compiler promotes the load of
dispatch_pkt.wg_size_x into a 32-bit load instruction
(Lines 1 and 4). It also lowers a 64-bit addition into two
instructions (Lines 14-15). The validator heuristically redis-
covers their semantics when constructing the symbolic ex-
pressions. Additionally, the validator matches sequences of
instructions to rediscover semantics of divisions, modulus,
and min/max operators.

Another example is that conventional polyhedral models
require all multipliers to be constants. The value of s2 comes
from a load instruction (Lines 1 and 4), breaking the subse-
quent analysis when constructing a polyhedral representation
of the global ID (Line 5). The validator recognizes that the
instruction is loading from the RO region and it is safe to treat
it as a constant in the analysis. Such relaxation is essential to
derive A and eventually to validate that Line 16 is safe.

Aggressive compiler optimizations can create additional

burdens for analysis. For example, the definition and the usage
of a value could be scattered in two basic blocks separated
by other basic blocks in the CFG. They are guarded by the
same condition so the program is valid at runtime but a path-
insensitive algorithm fails to connect them. More powerful
analysis or language-level support [30,41,60] will address the
issue but we intentionally limit the capabilities of the validator
to bound the size of TCB. Honeycomb requires the developer
to alter the GPU kernel to pass the validation. Additionally,
the validator requires the developer to add runtime checks for
indirect memory accesses like a[b[i]] since it does not fully
track the memory access of the heap.

We found that the simple algorithm is effective against
commonly used production kernels such as matrix multiplica-
tions or element-wise transformations as the analysis perfectly
captures the regular and predictable memory access patterns
commonly seen in most GPU kernels.

Enforcing control flow integrity. It is relatively straightfor-
ward to decode GPU kernels since modern GPUs have RISC-
style instruction sets. The validator simply validates that all
branches jump to valid instructions. The validator does not
support indirect branches. Although based on our experience
they are rarely used in real-world GPU kernels, the developer
can turn indirect branches to a series of branches that have
explicit targets. The validator does not support self-modifying
code to ensure the integrity of the analysis.

6 Security monitors

There are two types of security monitors in Honeycomb to
regulate the interactions with the GPU. In Honeycomb every
application runs inside its own TEE VM. The SVSM regu-
lates the interactions between the application and the GPU.
The security monitor (SM) in the sandbox VM regulates the
interactions between the driver and the GPU. The SM also
keeps track of the ownership of memory pages to prevent ac-
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cidental sharing between applications. Together they are able
to remove the OS kernel and the GPU driver from the TCB.
Similar to existing GPU TEEs [83], Honeycomb implements
the following functionalities.

Initialization. Honeycomb enforces the untrusted GPU driver
to follow a correct sequence to initialize the GPU. However, to
our best knowledge, no public specifications are available for
our target device, the AMD RX6900XT GPU. We therefore
collect the trace of an initialization sequence on the baseline
platform and use it as the ground truth. We further inspect
the source code of the driver to build state machines to model
the initialization sequence. The SM intercepts all MMIO
traffic to ensure that the GPU driver follows the transitions
of the state machines. The SM directly passes the firmware
to the GPU since the hardware will validate its integrity with
cryptographic signatures.

Despite the fact that there is no specification, we were
able to find five bugs in the AMDGPU driver that violate
security. More specifically, there are two instances where the
parameters of the hardware queues are initialized with incor-
rect values, two instances where the queues are prematurely
enabled before all parameters are set, and one instance of
out-of-bound access on the hardware buffer. All five bugs are
confirmed by upstream developers, and their corresponding
fixes have been deployed since Linux 5.19.

Launching GPU kernels. Applications call the same user-
space APIs (e.g., the HIP APIs [2]) to launch GPU kernels on
Honeycomb. First, applications call hipModuleLoadData()
to load GPU binaries. The implementation of the API traps
into the SVSM, where the SVSM validates the kernels, then
copies the kernels into the protected region and records their
preconditions given that they have passed the validations.

Applications call hipLaunchKernel() to launch a GPU
kernel. Similarly, its implementation traps into the SVSM,
where the SVSM confirms the preconditions are valid with
respect to the actual arguments. It then updates the command
queue to enqueue the launch if preconditions are satisfied.

Isolating address spaces. On the CPU side, Honeycomb lever-
ages existing mechanisms in SEV-SNP TEE to enforce iso-
lation between different applications. SEV-SNP ensures the
integrity of VM data and protects against various vulnerabili-
ties, including replay and remapping attacks (§2).

On the GPU side, the SM intercepts all traffic between
the driver and the GPU to maintain a RMP table similar to
Graviton [83] to track the ownership of the pages. The Linux
driver allocates page tables inside the device memory and
updates them through MMIO requests. The SM intercepts
these requests and updates the RMP table. Additionally, the
SM prevents applications from mapping the page tables into
their address spaces to subvert the isolation.

Securing data transfers. Honeycomb implements secure data
communication channels between the GPU and the host CPU,
and coordinates all data transfers into and out of the GPU

device memory. All transfers between the host and the device
memory must be done via a special trusted kernel in Honey-
comb, with all transferred data encrypted and authenticated
under an ephemeral encryption key. Honeycomb disallows
the applications from mapping the host memory into their
address spaces or directly creating DMA queues.

One practical issue is how to bootstrap and maintain the
secure channel. Honeycomb uses the s_memrealtime instruc-
tion to get the value of the real-time counter on the AMD
RX6900XT GPU. Honeycomb launches a kernel to perform
reads, invalidating caches to generate entropy and extract
them. The entropy is used to establish a shared security key
using Diffie-Hellman key exchange [31]. Honeycomb stores
the entropy in the protected region to prevent user applications
from accessing it.

7 Secure and efficient IPC

Honeycomb enables two enclaves to securely exchange plain-
text data within the device memory. To make an IPC, Hon-
eycomb maps the IPC buffer to the sender’s protected region
and the receiver’s RO region. The sender calls send() to ini-
tiate the IPC. send() is a trusted endpoint that simply copies
the data into the protected region and updates the indices of
the IPC buffers. The GPU kernels on the receiver side can
read the RO region directly but need to update the indices
via recv() provided by Honeycomb. The scheme is secure
because no GPU kernels from the user applications can access
the protected region nor write to the RO region.

For simplicity, the current prototype of Honeycomb maps
all IPC buffers to the protected regions consistently across
all applications so that it is possible to identify the endpoints
using only the virtual addresses. Adding finer-grained access
control through capabilities [33] is relatively straightforward.

To summarize, the ultimate simplicity comes from the guar-
antee that none of the user-provided GPU kernels inside Hon-
eycomb is able to tamper with the data in the protected, RO
and RW regions, making exchanging data between two en-
clave applications in Honeycomb as simple as copying a piece
of memory.

8 Discussion

Establishing a trusted I/O path to the GPU. When the server
does not have AMD SEV-TIO or other secure I/O buses, Hon-
eycomb can leverage prior work [94] to establish a trusted
I/O path to the GPU. On the high level, Honeycomb acquires
exclusive control of the I/O paths at the beginning of the
boot-up process, before any untrusted components can ac-
cess the GPU. Particularly, the server first boots into the SM
where the whole boot-up process is validated and attested
via SecureBoot [55]. Second, the SM enumerates the PCIe
buses to discover the MMIO regions of the GPU and all of its
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upstream PCIe switches. Then it initializes the IOMMU to
protect the MMIO regions from any unauthorized accesses by
the hypervisor and other devices’ DMA buffers. It further pro-
grams the PCIe Access Control Services (ACS) registers [5]
to stop unauthorized peer-to-peer PCIe transactions. After
these steps Honeycomb can continue the normal boot-up pro-
cess. By correctly configuring the IOMMU and by disabling
peer-to-peer PCIe accesses, the above initialization process
is sufficient to isolate the MMIO regions of the GPU from
the untrusted software components and other I/O devices in-
side the server [94]. Honeycomb relies on additional tamper
detection mechanisms to detect and mitigate physical attacks.

In the alternative setup above, the TCB must include all
components used in the boot-up process, such as the UEFI
BIOS. The SM and the untrusted hypervisor must be adopted
to support nested virtualization [11]. Legacy systems without
tamper detection mechanisms have a weaker threat model as
they are unable to defend against physical attacks.

Remote attestations. The user application needs to attest both
its own SEV-SNP VM and the sandbox VM to validate the
security of the execution environment. It follows the standard
procedures to attest its own VM. The attestation also guaran-
tees a valid execution context of the GPU since the SVSM is
part of the attestation, and it regulates the GPU execution con-
text. Note that the SM is part of the TCB. The SM maintains a
public-private key pair for the attestation of the sandbox VM.
The user application authenticates the SM using the key pair
to validate the security of the sandbox VM.

9 Security analysis

Attacking the software stack. An attacker might try to launch a
malicious GPU kernel by subverting the validation in Honey-
comb. Some possible attacks include invalidating the precon-
ditions with invalid arguments, subverting the data flows via
manipulating the values of spilled registers, and modifying the
code or the target addresses of a branch to hijack the control
flows [18]. Recall that SEV-SNP ensures that the user appli-
cation cannot tamper with the SVSM. The SVSM reevaluates
the preconditions with the arguments before executing the
GPU kernels to defend against the first attack. Honeycomb
protects the code and the spilling regions in the RO and RW
regions to defend against the second and third attacks. Par-
ticularly, the validator analyzes each global memory access
in the GPU kernel to ensure that it cannot tamper with the
reserved regions, maintaining the integrity of the validation.

An attacker might tamper with the system software stack,
including the GPU driver, the host operating system, and the
hypervisor, to subvert the security of Honeycomb. To gain
access to the plaintext information residing in the device
memory, they might execute code to craft malicious MMIO
requests, to initiate unauthorized DMA requests, or to map the
device memory from other applications to different address

spaces. This is ineffective because the SM in Honeycomb
regulates all MMIO and DMA requests from the system soft-
ware stack. By intercepting the MMIO requests, it enforces
isolation on address spaces and prevents accidental sharing.
It also enforces that data communication with the external
world is all encrypted and authenticated.

The attacker might alter the GPU firmware or divert from
the designated bootup sequences in order to control the GPU.
This is ineffective because the GPU hardware verifies the
integrity of the firmware [55], and the SM in Honeycomb
validates the bootup sequences during GPU initialization.

Attacking the hardware stack. An attacker might interpose
the host memory to try to alter the trusted components like
the SVSM in Honeycomb. This is ineffective because SEV-
SNP includes attestation procedures to verify the integrity of
the trusted components. SEV-SNP also incorporates memory
encryption and integrity to defend against the attack.

An attacker might interpose on the PCIe fabrics to insert
MMIO or DMA requests, or tamper with existing requests
to access the plaintext information residing in the device
memory. Alternatively, they might map the MMIO regions of
the GPU to another I/O device or initiate peer-to-peer PCIe
transactions to interact with the GPU. Both types of attacks
are ineffective when the GPU is attached to a secure I/O
bus [1, 44, 65]. When using the alternative initialization pro-
cess described in §8 to establish a trusted I/O path, Honey-
comb detects and stops the first type of attacks using tamper
detection mechanisms [75]. To defend against the second type
of attacks, Honeycomb programs the IOMMU and PCIe ACS
registers to acquire exclusive control on the MMIO regions
of the GPU before starting any untrusted components. Ad-
ditionally an attacker might write to the I/O ports that map
to the registers in the PCIe configuration space, in the hope
of relocating the MMIO regions of the GPU. Honeycomb is
able to identify and stop potential attacks as the hardware
topology uniquely determines the mappings [94]. An attacker
might also initiate peer-to-peer PCIe transactions between an
I/O device and the GPU bypassing the IOMMU. Honeycomb
stops the attacks because it programs the PCIe ACS registers
to prevent unauthorized peer-to-peer PCIe transactions.

Our threat model assumes that an attacker cannot snoop
or tamper with the device memory of the discrete GPU. The
attacker can also try to perform the row hammer attack [51],
which can be mitigated by orthogonal research [7, 67, 87].

Side-channel attacks. An attacker might try to exploit various
timing and power side channels. Defending them is out of the
scope of this paper and can leverage orthogonal work [9, 80].

10 Implementation

We have implemented Honeycomb on top of Rust 1.64.0
nightly with about 32,000 lines of code. The current prototype
supports the x64 architecture and the AMD RX6900XT GPU.
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We use the AES256-GCM [32] to encrypt and decrypt traffic
between the host and the GPU.

The validator understands the AMDGPU ELF binary for-
mat and disassembles the machine code of the GPU kernels
of the AMD RDNA2 ISA. The structures of scalar evolution
analysis and polyhedral representations closely resemble the
corresponding parts in LLVM [53].

We have implemented both the SVSM and the SM in Rust.
The SM is implemented as a Type I hypervisor. We have im-
plemented the user-space runtime, including the correspond-
ing bindings of HIP and OpenCL in C++, in around 8,500
lines of code. The user-space runtime is outside the TCB.

11 Evaluation

The evaluation of Honeycomb tries to answer the following
questions both qualitatively and quantitatively:

• Does static validation in Honeycomb improve security?

• Is Honeycomb practical for real-world applications?

• Where do the overheads in Honeycomb come from?

• How efficient is the IPC in Honeycomb?

• How much effort is required to adopt Honeycomb for
new applications?

11.1 Experiment setup
We evaluate Honeycomb on a server equipped with two 24-
core 2.85 GHz AMD EPYC 7443 CPUs, 128 GB DDR4 mem-
ory, and a 480 GB SAMSUNG PM893 SSD. The server has an
AMD RX6900XT GPU that has 16 GB of device memory. It
connects to a gigabit Ethernet with the Broadcom BCM5720
Ethernet adapter. The machine runs a patched Linux 5.15.0
kernel to support SEV-SNP VMs. Both the sandbox and the
application VM runs Linux 5.17.0 on top of QEMU 7.1.0. We
have not yet enabled SEV-SNP for the sandbox VM due to
complications of passing the AMD RX6900XT GPU directly
into the VM. We use the ROCm 5.4.0 [3] GPU driver when
running the baseline experiments. We pin all applications to
the first CPU socket where the GPU is attached.

11.2 TCB
Honeycomb provides a secure and efficient execution envi-
ronment for GPU applications. To quantitatively evaluate our
efforts, we count the lines of code (LOC) in the TCB of both
Honeycomb and the Linux platform using SCC [15]. The
current prototype of Honeycomb only supports a limited set
of hardware, thus we only count the lines of code for the
x64 platform and the essential parts of the driver for AMD
RX6900XT. Figure 4 presents the counts of LOC for the TCB
of both Honeycomb and the Linux platform.

Honeycomb provides security guarantees with respect to
the threat model in Section 3 with an order of magnitude
smaller TCB compared to the normal Linux platform. The
security of a GPU application running on Linux relies on
the correctness of both the kernel space and the user space
(ROCm) of the GPU driver. The result of the smaller TCB is
consistent with other systems that adopt the design of security
monitors [79, 90]. The SM and the validator in Honeycomb
separate the concerns of enforcing security from implement-
ing the required functionalities, removing the heavy-lifting
portions (e.g., Linux) of the system out of the TCB.

System LOC

Honeycomb 82,738
SVSM 9,839
SM+Sandbox VM 9,376
Validator 12,299
Rust runtime 50,864

Linux 5.17 ∼ 1,503,519
Core functionalities for x86 844,993
AMDGPU driver for AMD 6900XT 607,689
Kernel libraries (DRM & TTM) 50,837

ROCm 5.4.0 397,151
HIP Library 188,995
ROCR Runtime 73,241
ROCm Common Runtime 62,173
ROCR Thunk interface 72,742

Figure 4: Estimated LOC for TCBs of Honeycomb and Linux. It
also shows the LOC of some major components in the TCB.

11.3 End-to-end performance
We choose five representative benchmark suites to study how
Honeycomb performs on real-world workloads:
SpecACCEL. SpecACCEL is a performance test suite that rep-
resents high-performance computing applications like simula-
tions of computational fluid dynamics and molecular dynam-
ics. We evaluate all 19 OpenCL applications in the SpecAC-
CEL 1.2 benchmark suites. All benchmarks are evaluated
against the default parameters and the reference input size.
ResNet18. ResNet18 is an 18-layer convolutional neural net-
work model. It is a popular image classification model that
is used on low-power edge devices. We implement a bench-
mark that classifies 10 images using the ResNet18 model.
The model uses the single-precision, pre-trained weights
(IMAGENET1K_V1) from PyTorch 1.12.1 [64].
BERT. BERT is a large transformer model that powers various
natural language processing tasks. We derive a benchmark
from the NVIDIA FasterTransformer backend [62]. We use
the BERT_BASE configuration [29]. The model has 12 layers
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and 110M parameters, preloaded with the single-precision,
pre-trained weights called bert-base-uncased [38]. The
benchmark reports the time of performing a single shot of
inference on BERT.

NanoGPT. NanoGPT is a minimal implementation of train-
ing medium-size Generative Pre-trained Transformer (GPT)
models. GPT models are often used to power chat bots or to
generate human-like content. We implement a benchmark that
fine-tunes the GPT2 model [68] using the tiny Shakespeare
dataset in the NanoGPT repository. We preload the weights
of its 124M parameters from [39]. The benchmark trains with
a batch size of 4 and uses ∼15 GB out of the 16 GB of total
device memory available.

Canny. Canny implements the Canny edge detection algo-
rithm to detect edges in images. We implement a benchmark
that detects edges on an image in the UHDSR4K dataset [91].
The resolution of the image is 3840× 2160.

Figure 5 presents the relative execution time of all five
benchmark applications. The relative execution time ranges
from 0.89 (104.lbm) to 1.27 (Canny). Large language models
in Honeycomb are particularly efficient: the relative slow-
downs of BERT and NanoGPT are 2% and 0%. This is be-
cause their execution time is dominated by matrix multiplica-
tions, whose memory accesses can be efficiently reasoned
about with scalar evolution analysis and polyhedral mod-
els. The validator requires no runtime checks to be inserted
into the performance-critical, general matrix multiplication
(GEMM) GPU kernels to pass validation. Honeycomb essen-
tially launches the exact same GPU kernels compared to the
baseline.

Figure 5 further breaks down the overheads into four cate-
gories: (1) Driver (slowdowns from an alternative driver), (2)
SVSM (validating the requests in the command queues), (3)
Mem (securing memory transfers) and (4) V (runtime checks).
The characteristics of runtime overheads vary among appli-
cations. First, the alternative driver is simpler and faster in
general but lacks the optimizations on large memory copies.
Running Canny on the alternative driver is 18% slower (7.16s

vs. 6.11s) because it loads an 8MB image into the GPU before
processing it. Second, to enforce security the SVSM must
inspect each request of kernel launch. The overhead is more
evident for applications that mostly consist of small, fast GPU
kernels like ResNet.

The third source of overheads is secure memory transfer.
For example, 117.bfs copies the frontier and the tail of the
BFS queue back and forth between the host and the device
in each iteration, transferring 400 bytes of data for 108,000
times. Enabling secure memory transfer results in a 42%
slowdown (13.97s vs. 9.82s). 116.histo also has significant
overheads because it uses memcpy() to zero out a piece of
device memory at the beginning of each iteration. Changing
it to memset() eliminates the overheads.

The final source of overheads comes from the runtime
checks in GPU kernels that are inserted to facilitate valida-
tions. Runtime checks slow down 121.lavamd by 19% (5.80s
vs. 4.87s). However, most of the overhead can be attributed to
one single runtime check. The GPU kernel writes to a[b[i]
+ threadIdx.x * j] in two-level nested loops. i and j are
loop variables thus b[i] remains constant in the outer loop.
Developer must insert a runtime check to aid the validation
since b[i] is a value from the memory where the validator
does not model. Note that the runtime check can be hoisted
to the outer loop since checking the indices at the first and the
last iterations of j is sufficient to guarantee safety. Hoisting
the check effectively eliminates the overheads (both 4.87s
for disabling runtime checks and hoisting the check to the
outer loop). The case of 128.heartwall is similar. Extending
the validation to understand hoisting is left to future work.

11.4 Overheads
The previous subsection has discussed the overheads on the
runtime checks inside the GPU kernels. This section further
studies other overheads introduced by the system design of
Honeycomb, namely:

• Validating the GPU kernels at load time.
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• Securing memory transfers between the host and the
GPU.

• Checking the preconditions against the arguments and
launching the GPU kernels.

Overheads of validating GPU kernels. Figure 6 describes the
time spent on validating the GPU kernels in all five benchmark
suites we evaluate vs. the number of instructions they have.
The time used by validation is roughly linear with respect to
the size of the GPU kernel. Out of 149 GPU kernels we have
evaluated, the largest one is a GEMM GPU kernel that has
11297 instructions coming from rocBLAS [49]. The longest
time spent on validating an individual GPU kernel is around
30 ms (128.heartwall). At the application level, validating
NanoGPT training takes the longest time in our evaluation. It
consists of 73 GPU kernels, taking 162 ms in total to validate
all of them. Note that the validation is a one-time overhead
when loading the applications. Real-world GPU applications
like training execute the kernels continuously for days. The
evaluation shows that validating GPU kernels is efficient and
has negligible overheads on overall application performance.

Overheads of secure memory transfers. We study the over-
heads of secure memory transfers using a benchmark that
transfers data back and forth between the host and the GPU.
A round trip of a secure memory transfer includes (1) en-
crypting the data on the host CPU, (2) copying the encrypted
data to and from the GPU, and (3) decrypting the data. We
warm up the benchmark for 5 seconds and report the average
transfer bandwidth over a 30-second period for various sizes
of transfers. Figure 7 presents the round-trip data bandwidth
with and without secure memory transfers. The bandwidths
of both ROCm and Honeycomb first increase linearly with the
sizes of the payloads and then peak at 10.63 and 2.20 GB/s.
The bandwidth is bounded by AES encryption/decryption
throughput of a single CPU core.

Overheads of checking preconditions and launching GPU
kernels. We study the performance impacts of checking pre-
conditions in Honeycomb by measuring the performance of

multiplying two single-precision square matrices of various
sizes in Honeycomb. We implement the benchmark using the
GEMM GPU kernels from rocBLAS. The validator has veri-
fied that all global memory accesses in these GPU kernels are
safe, thus there are no extra runtime checks inside the GPU
kernels. We have further ported all checks on preconditions
directly into the benchmark, making precondition checking
the sole overhead in this benchmark.

Figure 8 presents the achieved FLOPS on both Linux and
Honeycomb against various sizes of the square matrices (from
2×2 to 8192×8192), with or without checking the precondi-
tions. Honeycomb performs 41 range checks on the kernel
arguments to validate the preconditions on each launch, tak-
ing roughly 0.04µs to complete. All GEMM GPU kernels in
the benchmark have the identical function signature. Both the
number of checks on preconditions and the performance are
consistent.

Honeycomb is slightly slower than Linux when the size
of the matrices is less than 1024, because SVSM must check
each request to ensure that applications can only launch val-
idated kernels. We observe that the overhead is ∼ 8µs per
launch of GPU kernels. To cross-validate the overheads, we
compare the latency of launching a no-op kernel on Linux and
on Honeycomb. The average latencies over a million launches
on Linux and on Honeycomb are 13.15µs and 25.06µs. The
overhead of checking preconditions is two orders of magni-
tude smaller than launching a no-op kernel.

11.5 IPC performance

We study the case of exchanging data between two TEE appli-
cations on the same host. We compare the bandwidth between
exchanging the data via (1) an encrypted shared buffer on
the host, and (2) the IPC mechanism in Honeycomb, where
no encryption is needed. We have built two applications and
evaluated their performance: (1) a ping-pong application that
sends data back and forth, and (2) a two-stage image pro-
cessing application that mimics the perception pipelines in
autonomous vehicles. It ingests a video stream in an enclave
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and performs edge detection in another one. The isolation not
only increases modularity and robustness, but also simplifies
the integrations with third-party vendor SDKs.

Figure 9 presents the effective bandwidth of the ping-pong
application with different sizes of IPC payloads, along with a
reference, insecure implementation that copies the payloads
within the device memory using hipMemcpyDtoD(). IPC in
Honeycomb is 2-529× faster compared to exchanging data
via a shared encrypted memory buffer on the host. The effec-
tive bandwidth of round-trip IPCs peaks at ∼233 GB/s (89%
of the reference insecure implementation) when sending pay-
loads of 32 MB, where three buffers of such size utilize the
shared L3 cache of the GPU (128 MB). In contrast, the band-
width of using an encrypted shared buffer for IPC peaks at
∼411 MB/s. We attribute the inefficiency to the fact that GPU
TEEs make secure memory transfers transparent to applica-
tions. Other GPU TEEs cannot give out the encryption keys
to the applications without compromising the security, so the
only way of sharing data securely is to re-encrypt the data
before sharing them, where the performance is bounded by
the CPU performance of encryption and decryption as shown
in Figure 7.

We have assembled the Canny application into a two-stage
image processing pipeline. The end-to-end latencies of pro-
cessing a single frame of 4K image are 679 µs and 18579 µs
when using direct IPC and an encrypted shared buffer on the
host, where 617 µs is spent on actual computation.

11.6 Developer experience
Figure 10 presents the metrics on the kernels and develop-
ment efforts of the five benchmark suites we have evaluated.
It presents the number of GPU kernels, the number of memory
instructions, the number of runtime checks inserted, and the
number of preconditions written for each application. Neural
network applications ResNet18, BERT, and NanoGPT are
considerably bigger, where the GEMM kernels contribute to
more than 70% of the total number of instructions. RocBLAS
launches different GEMM kernels based on the sizes of ma-
trices for optimal performances.

Experience with neural network models and the Canny edge
detector. We have ported 109 GPU kernels in total for
ResNet18, BERT, Nano and Canny. We are able to classify
the GPU kernels used in neural network models into three
categories: (1) element-wise operations, (2) matrix opera-
tions, including multiplication, transposition and convolution,
and (3) special-purpose GPU kernels such as Im2d2col or
radix sort. Note that developers do not directly write the GPU
kernels. The GPU kernels either come from well-optimized
libraries such as MIOpen [49] or are generated by PyTorch.

We found that GPU kernels in the first two categories have
well-optimized, regular memory access patterns. Scalar evolu-
tion analysis and polyhedral models are sufficient to verify the
safety of the memory accesses, meaning that no extra runtime

checks are required. However, it is important to extend the
polyhedral models to treat the values of some kernel argu-
ments as constants (§5) to complete the analysis. Many of
these GPU kernels are generic library functions. They take
the shape and the length of the data as arguments, which are
often used in calculating addresses. GPU kernels used in the
Canny edge detector also fall within the first two categories.

GPU kernels in the third category require case-by-base
discussion. The class of Im2d2col GPU kernels used by
ResNet18 essentially unrolls a matrix into a long vector un-
der different configurations. The challenge of analyzing their
memory access is that the GPU kernels use division and mod-
ulo operations to transform the basis of indices. For exam-
ple, the statements out_x = inner_lid % out_cols_wg;
out_y = inner_lid / out_cols_wg; repartition the index
inner_lid based on the value of out_cols_wg. It is easy
to see such accesses are inbound but neither the standard
scalar evolutions nor polyhedral representations can model
them. Such repartitions are often parts of the tight loops thus
extra runtime checks can incur significant performance over-
heads. Fortunately, we found out that the compiler generates
pretty stable code sequences for these statements. We have
implemented a pattern matching algorithm to iterate over the
instructions to uncover the semantics of repartitions, so that
the validator can verify these Im2d2col GPU kernels without
the need of runtime checks.

Radix sorts are introduced to speed up the training of neural
networks on GPUs. Particularly, during the backward propa-
gation pass the training application sorts the sparse gradients
before propagating the values in order to improve locality and
to save the precious memory bandwidth. While radix sorts
are efficient on GPUs, they pose challenges for validation
due to the presence of indirect memory references. It is a
non-goal for the validator in Honeycomb to verify the safety
of indirect memory references, so we have added runtime
checks to the sorting kernels in the NanoGPT training appli-
cation. The overall overheads are insignificant as radix sorts
are accountable for less than 0.02% of the total running time.
Replacing radix sort with an algorithm like merge sort that is
more friendly to validation may be a good alternative.

Many preconditions are mechanical and usually straight-
forward (e.g., ensuring that the whole matrix is in the private
region). Since GPU kernels take data shapes as inputs, all of
which must be specified in the preconditions. For instance,
each GEMM kernel requires 30 preconditions. Writing these
preconditions is tedious, and we have developed a script to
generate the preconditions automatically.

In short, it requires inserting zero runtime checks into
ResNet18, BERT and Canny to pass validation in Honey-
comb. We introduce runtime checks in the NanoGPT training
application with negligible performance overheads. Devel-
oping preconditions for the GPU kernels requires modest
effort. Patching frameworks like PyTorch to use the validated
versions of the GPU kernels, however, turns out to be a big-
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Figure 10: Metrics on the kernels and development efforts to validate GPU kernels in the five evaluated benchmark suites.

ger practical challenge. We eventually end up patching the
userspace runtime to load the validated GPU kernels.

Experience with the SpecACCEL benchmark suites. We have
ported all 19 benchmarks (40 kernels in total) in the SpecAC-
CEL 1.2 benchmark suites to Honeycomb. We classify the re-
quired changes into three categories: (1) adding optimization,
(2) undoing optimization, and (3) indirect heap references.
Adding optimization. The validator can benefit from opti-
mizing the GPU kernel. For example, 110.fft has a division
instruction in the kernel. The divisor is a power-of-2 constant.
Propagating it into the GPU kernel reduces the division into
bit shifts, simplifying the validation.
Undoing optimization. Aggressive optimization in compilers
issue instruction sequences that are difficult to model in scalar
expression. For example, the compiler compiles the expres-
sion -1-bx in 123.nw to a single instruction s_not_b32 bx.
It is difficult for the validator to model such an instruction
as a scalar expression. We have to rewrite the expression to
undo the optimization so that the validator can recognize the
expression.
Indirect heap references. There are 9 benchmarks that have
indirect heap references in the code. Each instance of irregular
heap access requires adding a runtime check which incurs
runtime overheads. For example, 118.cutfp casts a float to the
index of an array; other benchmarks like 112.spmv expose
patterns like a[b[i]]. All these instances require adding
runtime checks to pass the validations.

12 Related work

TEE designs on GPUs. GPU TEEs enforce isolation among
mutually distrusted enclaves. Graviton [83] augmented the
GPU hardware with RMP tables to isolate physical memory
pages among enclaves. Telekine [42] was built upon Graviton
to remove a side channel regarding the execution time of GPU
kernels, enhancing the overall isolation confidence. HIX [44]
and CRONUS [45] relied on the GPU driver’s isolation mech-
anisms to properly protect and isolate applications. However,
modern GPU drivers are inherently complex, and even secu-
rity features like isolation are prone to vulnerabilities [24,27].
StrongBox [28] leveraged the secure IOMMU on the SoC to

isolate enclaves on integrated GPUs. It required updating the
IOMMU and flushing the IOMMU TLB to switch between
different execution environments.

HETEE [95] deployed a cluster of tamper-resistant servers
with commodity GPUs. These servers accessed secure accel-
erator boxes through a centralized FPGA-based controller,
achieving isolation through physical separation. Visor [66]
focused on privacy-preserving video analytics in the cloud. It
combined oblivious algorithms at the application level and a
hybrid TEE at the system level to provide isolation.

Honeycomb enforces isolation via confining the behav-
iors of GPU applications with static analysis. Honeycomb’s
approach complements the hardware limitations of existing
GPUs, reduces overheads, and creates opportunities for op-
timizations like directly sharing data via IPC. Performing
IPC in current GPU TEEs requires copying the data back and
forth through an encrypted shared memory buffer on the host.
Honeycomb combines confinements from static analysis and
system-level designs to reduce IPC into copying plaintext
within the device memory. IPC in Honeycomb is up to two or-
ders of magnitude faster than conventional methods, enabling
real-world applications to adopt a more modular architecture
with modest overheads.

GPU TEEs also enforce isolation between enclaves and
the untrusted host environment. They need to establish secure
communication channels between the application running
inside the CPU TEE and the GPU. Prior work implemented
end-to-end secure communication channels in the GPU hard-
ware [83], in the PCIe fabrics [44], or leveraging the secure
IOMMU inside the SoC [28, 45]. Honeycomb leverages ex-
isting work on secure I/O bus [1, 44, 65] or software-based
solutions [94] to establish secure communication channels.

Crypto-based secure computing on GPUs. Recent advances
in modern cryptography offer theoretically provable solutions
for privacy-preserving computing, such as Multi-Party Com-
putation (MPC), Garbled Circuit (GC) and Homomorphic
Encryption (HE). These algorithms have been used to real-
ize secure GPU computations for machine learning and data
analytics. On top of GAZELLE [47], Delphi [56] used GPU
to accelerate the HE-based linear operations, and also selec-
tively replace the expensive GC-based nonlinear ReLU opera-
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tors with polynomial approximations. CryptGPU [78] further
implemented both linear and nonlinear operations in MPC-
based protocols on GPUs. It embedded the secret-shared value
computations into floating-point operations, effectively uti-
lizing GPU hardware units. GForce [61] instead focused on
inference and addressed the high latency of non-linear opera-
tors by applying new quantization approaches and employing
GPU-friendly protocols. Finally, Piranha [84] was a general
and modular framework for accelerating secret-sharing-based
MPC protocols on GPUs, leveraging optimized integer-based
GPU kernels and memory-efficient in-place computations.

The cryptographic solutions do not keep the plaintext val-
ues in the untrusted platforms, so they are more resistant
to side-channel vulnerabilities. However, their substantially
higher computational cost causes huge slowdown compared
to native processing. Specialized hardware [50, 71, 72] and
trusted hardware units [93] have been proposed to accelerate
HE and MPC, but all require non-trivial hardware changes.

Slalom [81] took a different approach. It used a CPU TEE
to compute the non-linear parts, and offloaded encrypted data
to the untrusted GPU to process linear operations. Both con-
fidentiality and integrity are guaranteed. DarKnight [36] fur-
ther optimized the flow with a better encryption method that
greatly reduced the communication cost between CPU and
GPU as well as the computations involved in the CPU TEE.

Secure operating systems. There is fruitful research on improv-
ing the security of operating systems, including explicitizing
the security policies [73, 90], applying safe languages in the
OS kernel [13, 41], and proving properties via formal veri-
fications [52, 54]. Honeycomb utilizes techniques including
security monitors and virtualization [10, 79] to remove the
Linux kernel and the device driver out of the TCB.

Software fault isolation (SFI). Lightweight fault isolations [46,
57, 88] have been proven effective on the x86 architecture.
Essentially, validation in Honeycomb is a form of SFI for
GPU kernels. Honeycomb, however, combines the SFI with
an alternative memory layout and other system-level supports
to extend the fault isolation to a secure execution environment.

Polyhedral analysis. There is rich literature on utilizing
polyhedral representations for loop analysis and transforma-
tions [8,14,35,58]. Researchers have extended the approaches
to more general cases [12]. Honeycomb uses the polyhedral
analysis to model the effects of GPU memory access and to
ensure that the memory access conforms with the security
policy.

13 Conclusion

Honeycomb demonstrates that static analysis (validation) is a
practical and flexible technique to enforce security for GPU
applications. Combining with hardware and OS support, Hon-
eycomb’s validation guarantees powerful system-wide invari-
ants like every memory access in the applications conforms

with the security policies. As a result, Honeycomb has re-
duced the size of TCB by 18×, and provided a secure IPC
primitive that is 529× faster than conventional approaches.

The evaluation of Honeycomb on five representative bench-
mark suites, 23 applications in total, shows that Honeycomb
is practical and efficient to provide secure GPU TEEs for real-
world applications. It requires inserting few or none runtime
checks into the GPU kernels to validate them, thus the run-
time overhead is minimal. Large language model workloads
like BERT and NanoGPT have ∼2% runtime overheads on
Honeycomb.

The boom of GPU applications today requires continuous
innovations in GPU software/hardware stack. Our experience
on Honeycomb shows that static analysis has a lot of potential
to help explore novel designs in the full software/hardware
stack and to speed up innovations.
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